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1. Introduccién

Cuando tests de raiz unitaria regulares o comunes, tales como el Dickey-Fuller
aumentado (Dickey y Fuller 1979; Said y Dickey 1984) o el Phillips-Perron
(Phillips 1987; Phillips y Perron 1988), se aplican a un conjunto de series de
inflacién de América Latina, se obtiene un fuerte rechazo de la hipétesis de raiz
unitaria. Este resultado es invariable aun en el caso de utilizar un largo retardo, lo
cual parece reflejar la existencia de distorsiones de nivel. Una inspeccién visual de
las cuatro series de inflacion latinoamericanas (véase la figura 1) indica la existencia
de evidentes outliers. En este sentido, estas series ofrecen un excelente ejemplo
de los efectos de grandes outliers sobre las propiedades de series temporales. Esto
es atin més claro dado el hecho de que la mayor parte de la investigacién que
utiliza este conjunto de variables supone que dichas variables son 1(0). Esta nota
ofrece un ejemplo de los peligros de emplear tests de raiz unitaria frecuentemente
usados cuando existen grandes outliers.

Utilizando recientes métodos propuestos por Vogelsang (1999) y Perron y
Rodriguez (2003), nuestros resultados muestran clara evidencia de la presencia
de outliers aditivos en las cuatro series de inflacién analizadas. La mayoria de esas
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observaciones estdn asociadas a fechas de aplicacién de programas de estabiliza-
cién en anteriores afios. Dichos programas fueron aplicados con el objetivo de
parar los altos niveles de inflacién en esos paises. La aplicacién del estadistico
ADF corregido por la presencia de outliers aditivos confirma la estacionariedad
de la tasa de inflacién para los casos de Bolivia y Chile. Sin embargo, las series
de inflacién para Argentina y Perd muestran ser no estacionarias.

Es claro que existen muchos otros procedimientos para identificar la presencia
de outliers aditivos. Por ejemplo, tenemos los métodos propuestos por Tsay (1986);
Chang, Tiao y Chen (1988); Shin, Sharkar y Lee (1996); Chen y Liu (1993); y
Goémez y Maravall (1992a, 1992b). Otra sugerencia interesante es aquella pro-
puesta por Lucas (1995a, 1995b), y Hoek, Lucas y van Dijk (1995). Al final de
este texto presentamos una breve comparacién de nuestros resultados con aquellos
obtenidos utilizando los métodos sugeridos por Lucas (1995a, 1995b).

Este documento estd organizado de la siguiente manera. La seccién 2 presenta
el modelo, discute la deteccidn de outliers y revisa brevemente los dos métodos
propuestos por Perron y Rodriguez (2003) para detectar outliers aditivos. En la
seccién 3 se describe el estadistico ADF corregido por la presencia de outliers
aditivos y se presentan los resultados del andlisis empirico. La seccién 4 presenta
las conclusiones. Detalles sobre la fuente de la informacién son provistos en el

apéndice.

2. La deteccién de outliersy tests de raiz unitaria con outliers aditivos

La deteccién de owutliers en el marco tedrico de una raiz unitaria es el contexto
en el cual trabajan Vogelsang (1999) y Perron y Rodriguez (2003). El proceso

generador de datos es de la siguiente forma:
Vi :dt+26jD(T;o,/)z+ut M
=1

Donde D(T ) =1sit=T .y0siotro.Esto permite la presencia de m ouz-
aoj’t ao,j

liers aditivos que ocurren en las fechas 7 (j =1, ..., m). El término d, especifica
los componentes deterministicos. En la mayoria de los casos, d =M si la serie no
tiene tendencia o d, = it + fBt si la serie tiene una tendencia. La funcién de ruido
es integrada de orden uno; es decir, #, = u,  +v, donde v, es un proceso estacio-
nario. El procedimiento de deteccién de outliers, sugerido por Vogelsang (1999),
comienza con la estimacién (por Minimos Cuadrados Ordinarios-MCO) de la

siguiente regresién (si es necesario, una tendencia lineal puede ser incluida),

v, =fi+8D(T,), +i, )

0
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donde (T ), =1sit=T yO0siotro. Asumamos que 1,(T,
para evaluar 6 = 0 en (2). Siguiendo la recomendacién de Chen y Liu (1993), la

) denote el t-estadistico

0

presencia de un outlier aditivo puede ser verificada utilizando 7 = sup ‘ t(T,,) ‘
T,

ao

Asumiendo que A =T/ T permanece fijo cuando T aumenta, Vogelsang (1999)

ha mostrado que cuando 7'— oo, la distribucién limite de ¢ s(T,,) esno estandar.”
En Perron y Rodriguez (2003), valores criticos asintdticos para 7 han sido obte-
nidos por simulaciones. Cuando existe un intercepto en (2), los valores criticos
son 3,53, 3,11 y 2,92 al 1, 5y 10% de significancia, respectivamente. Si una
tendencia lineal es también incluida en (2), los valores criticos correspondientes
son 3,73, 3,31 y 3,12.

El procedimiento de deteccién de outliers recomendado por Vogelsang (1999)
es aplicado de la siguiente manera. Primero, el estadistico T es calculado para la
serie completa y T es comparado al valor critico apropiado. Si 7 excede el valor
t5(T,,)|.
Luego de esto, la observacion relacionada con el outlier detectado es extraiday (2)

critico, entonces un outlier es detectado a la posicion T, = arg max,,,

es otra vez estimado, y se realiza una verificacién por la presencia de otro outlier.
El procedimiento continta hasta que no se obtiene ningtin rechazo.

Desafortunadamente, el procedimiento originalmente propuesto por
Vogelsang (1999) tiene severas distorsiones de nivel cuando se aplica en una forma
iterativa en la busqueda de outliers aditivos. La explicacion para este problema
es el hecho de que la distribucién asintética del estadistico 7 es solamente vdlida
para la primera ronda de las iteraciones. Esto es especificado y explicado en el
teorema 1 de Perron y Rodriguez (2003). Dicho teorema muestra que los valo-
res criticos asintéticos deben ser modificados. En general, el teorema sefala que
los valores criticos correctos que deben ser usados en el procedimiento iterativo
completo son ¢, donde o es el nivel de significancia e i es el nimero de la etapa
en el procedimiento iterativo.

En lo que sigue, denotaremos por 7, el procedimiento iterativo de deteccién
de outliers que utiliza los correctos (y diferentes) valores criticos asintéticos en
las diferentes etapas del procedimiento iterativo. En las aplicaciones empiricas

? Parasser més precisos, £5(7,,,) = HA) =W 1)/ (J.i) W' (r)’dr)"?, donde W* () significa un
proceso de Wiener al cual se ha extraido la media. Si (2) también incluye una tendencia, W * (1)
significard un proceso de Wiener al cual se le ha extraido la tendencia. Adicionalmente, utilizando

.

el teorema de mapeo continuo, obtenemos que 7= sup |H L) |E H . Esta distribucién es
2€(0,1)

invariante con respecto a cualquier pardmetro de ruido, incluida la estructura de correlacién de la

funcién de ruido.
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utilizaremos valores criticos correspondientes a 5,0% de nivel de significancia.
Esos valores criticos son 2,989, 3,689, 4,294 y 4,425 para la primera, segunda,
tercera y cuarta etapa del procedimiento iterativo.

Un problema con el método descrito anteriormente es que su potencia es
débil a menos que el tamano del outlier sea largo.’ Perron y Rodriguez (2003)
han propuesto una estrategia iterativa con mds potencia utilizando un estadistico
basado en las primeras diferencias de los datos. Considérese el proceso genera-
dor de datos dado por (1) con d,= , y un solo outlier ocurre a la fecha T con
magnitud 8. Entonces,

Ay, =8[D(T,), - D(T,),]+v, (3)

Donde D(T),=1,sit=T (0,siotro) y D(Tao), ,=1,sit=Tao~1(0,siotro).
Si los datos contienen tendencia, una constante deberia ser incluida. En este caso,
nuestro interés es en T, = sup,,, ‘ t,(T,) ‘ ,donde #,(T,,) = 5/ 2(12’u (0)— ﬁu )%
R (j) es la funcién de autocovarianza de u, al retardo j.*

Para detectar multiples outliers, seguimos una estrategia similar a la propuesta
por Vogelsang (1999); es decir, eliminamos la observacién calificada como outlier
antes de proceder a la proxima etapa. El hecho importante es que, a diferencia
del caso de los tests basados en los niveles de las series (como el estadistico T de
Vogelsang), la distribucidn asintética del estadistico T -, €s la misma para cada una
de las etapas de las iteraciones.’

Siguiendo la préictica comtn en la literatura, Perron y Rodriguez (2003)
han tabulado valores criticos asumiendo errores 7. 7. d. normales para 7= 100 y
7=200. Dado que en el presente documento disponemos de series mds largas,
hemos simulado valores criticos para 7' = 250 y 7"= 350 para los dos posibles
casos de componentes deterministicos (z,= {1} y z, = {1, t}) y fueron utilizadas
5.000 replicaciones. Los puntos porcentuales del estadistico 7, son presentados
en la tabla 1, que también incluye los valores criticos para 7= 100 y 7= 200.

En la literatura existen dos sugerencias relacionadas con la verificacién de una
raiz unitaria en la presencia de outliers aditivos. Una de ellas propone la utilizacion

de estadisticos de raiz unitaria robustos a la presencia de fuerte correlacién de

3 Evidencia basada en simulaciones referentes a este punto pueden ser halladas en Perron y
Rodriguez (2003).

4 Donde I%u ()= Tflz:jﬁ V,_; con ¥, los residuos de la regresién por MCO obtenidos de (3).

t Vi-j
Entonces, IA?“ () es un estimador consistente de R (/).
> La desventaja de este procedimiento comparado con aquel basado en los niveles de los datos es
que la distribucién asintética depende de la distribucién especifica de los errores v, aunque no de
la presencia de correlacién serial y heterocedasticidad. Este problema es exactamente el mismo que
aquel encontrado en la deteccidn de outliers en series de tiempo estacionarias.
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tipo media mévil en los residuos (véase Vogelsang 1999). La segunda sugerencia
propone el uso del estadistico ADF corregido por variables dummies asociadas
a las fechas de los outliers aditivos identificados en una etapa preliminar (véase
Franses y Haldrup 1994, y Vogelsang 1999).

Estadisticos que son robustos a la presencia de correlacién serial negativa
de tipo media mévil son los llamados tests M, que fueron originalmente pro-
puestos por Stock (1999) y posteriormente analizados por Perron y Ng (1996).
Recientemente, Ngy Perron (2001) han mostrado que dichos estadisticos tienen
una performance atin mejor en términos de potencia (y nivel) cuando los datos
son transformados utilizando Minimos Cuadrados Generalizados (MCGQG). Estos
estadisticos (M) son definidos de la siguiente manera:

MZS = (T —s*)2T~ z ) (4)
MSBS = (T~ Z P2 s 5)
MZ™ = (T 57 —s*)(4s°T" z ) (6)

Donde 3 =y —9z,D es el estimador que minimiza la funcién
S (10) Z; o(yt w'za) con yt _(y1’(1 OlL)yl), t _(Zl (1 OCL)Z,) 4
parat=1,2,3, ..., T con ¢ denotando un pardmetro de no centralidad que
mide la distancia respecto de la hipétesis nula. Tal como ha sido recomendado
por Elliott, Rothenberg y Stock (1996), este pardmetro es igual a -7,0 6 -13,5
cuando solamente un intercepto o cuando un intercepto y una tendencia son
incluidos en la regresién, respectivamente. El término s? es un estimador auto-
rregreswo de 21 Veces) la densidad espectral ala frecuenc1a cero de v, definida
como s” =5, /1- b(1))?, donde sp, =T~ Zt . 2, b(1) = Z ]b] y{f],k} son

obtenidos de la siguiente autorregresién:®

k
Aj)t = boj/t—l + zbjAJN/zfj + ntk (7)

=1
Utilizar un test ADF corregido por la presencia de outliers es equivalente a
utilizar el t-estadistico para verificar que & = 1 en la siguiente regresion:

k+1

k
Iu'+ayt1+25D( aol)tj+zdiAyt—i+et (8)
i=0

® Las ventajas de utilizar este estimador autorregresivo de la densidad espectral respecto de métodos
tradicionales basados en kernels se discuten en Perron y Ng (1998).
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Donde D(Y:")J.)t =1sit= TZW. y 0 si otro, con YZW. (j=1,2,..., m) siendo las
fechas de los outliers identificados. Es necesario notar que 4 + 2 variables dummies
deben ser incluidas en (8) con el objetivo de eliminar toda posible influencia de
los outliers aditivos.

Evidencia empirica
Nivel y potencia del estadistico ADF corregido por outliers aditivos

Se realizaron simulaciones de nivel y de potencia del estadistico ADF con y sin
correccién por la presencia de outliers aditivos.” En general, los dos procedimien-
tos T_y T, trabajan bien en lo que respecta a la deteccién de outliers aditivos. Sin
embargo, el estadistico 7, nos permite tener mejores propiedades en términos
del nivel del estadistico ADF con un nivel exacto muy cercano al nominal. Esta
evidencia es vdlida si el retardo de la regresion es fijo o es escogido utilizando el
procedimiento secuencial basado en la significancia del estadistico # tal como ha
sido sugerido por Campbell y Perron (1991).* Una posible limitacién de este
método para seleccionar el retardo es su tendencia a escoger un retardo largo aun
cuando la estructura no lo amerite. De este modo, dicho método tiende a redu-
cir artificialmente las distorsiones de nivel. En la tabla 2 se muestran resultados
utilizando un retardo fijo igual a uno con errores AR(1). A manera de ejemplo,
nétese que con p =—0,40, T_y 7, tienen niveles iguales a 0,212 y 0,055, respec-
tivamente, comparado al caso en el que dichos estadisticos tienen niveles iguales
20,101 y 0,046 utilizando el método secuencial.

3. Inflacién en América Latina

En los tltimos anos, la mayoria de los paises de América Latina han experimentado
diferentes programas de estabilizacién con el objetivo de detener los episodios de
alta inflacién. Intervenciones de este tipo, en la mayoria de los casos, han intro-
ducido outliers aditivos en la evolucion de las series de inflacién. En este sentido,
las series de inflacién de América Latina ofrecen un buen ejemplo de la presencia
de este tipo de observaciones en el contexto de posible no estacionariedad.

7 Estan disponibles los detalles completos sobre las simulaciones y tablas si se los solicita al autor.

8 Por ejemplo, cuando tenemos innovaciones de tipo media méviles con 0 =—0,80 y largos outliers
aditivos, el nivel del estadistico ADF sin correccidn por outliers aditivos es 0,743. Los otros dos
métodos tienen niveles iguales a 0,460 y 0,392, respectivamente. Cuando 6 = 0,0, los tres métodos
tienen niveles iguales a 0,133, 0,087 y 0,041, respectivamente.
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En esta seccién se consideran cuatro series de inflacién de América Latina.
Los paises seleccionados son Argentina, Bolivia, Chile y Perd. Los periodos
de alta inflacién en Argentina y Pert se localizan entre 1985 y 1990, cuando
se aplicaron los mds importantes programas de estabilizacién. En el caso de la
Argentina, los planes de estabilizacién mds conocidos fueron el Programa Austral
(junio de 1985), el programa de febrero de 1987, el Programa Austral II (octubre
de 1987), el Programa Primavera (agosto de 1988), el Programa BB (1989), el
Programa Bonex (enero de 1990) y el programa del ministro Domingo Cavallo
(marzo de 1991). Las fechas en paréntesis corresponden a las fechas de inicio de
dichos programas. En el caso del Pert, pueden mencionarse dos programas de
estabilizacién. Ellos son el programa del ministro Salinas (setiembre de 1988) y el
programa del presidente Fujimori (julio-agosto de 1990). En el caso de Bolivia, el
episodio de alta inflacién ocurrié a mediados de 1980. Varios pequenos programas
de estabilizacién fueron aplicados durante el periodo comprendido entre 1982
y 1984, pero fue el programa aplicado en agosto de 1985 el que logré detener la
inflacién. Finalmente, alrededor del afio 1975 se produjeron varios episodios de
inflacién en Chile. Diversos programas fueron aplicados entre 1975 y 1977, hasta
el programa de estabilizacién aplicado a partir de fines de 1977 hasta 1979.

Las estimaciones se basan en datos mensuales. Para la Argentina, el periodo
de informacién abarca desde enero de 1979 hasta marzo de 1999. Para Bolivia
y el Perti, desde enero de 1979 hasta mayo del 2000. Para Chile, desde enero de
1970 hasta mayo del 2000. Los periodos fueron elegidos teniendo en cuenta dos
criterios. El primer criterio es el interés de incluir todos o los principales progra-
mas de estabilizacién. Por ejemplo, la estabilizacién en Chile fue realizada en la
década de 1970, y esa es la razdén por la cual el periodo es diferente del resto de
paises. El segundo criterio es la disponibilidad de la informacién.

Las cuatro series se presentan en la figura 1. Un andlisis visual indica una clara
presencia de outliers aditivos (asociados con los diferentes programas de estabili-
zacién mencionados anteriormente). En diferentes aplicaciones empiricas, estas
series son frecuentemente modeladas como procesos 1(0), y esta consideracion
se basa en la aplicacién de tests de raiz unitaria como el estadistico ADF o el
Phillips-Perron. Dado que existen largos outliers aditivos, nuestra hipétesis es que
aquellos resultados son incorrectos debido a que dichos outliers aditivos introdu-
cen un componente fuertemente negativo de tipo media mévil, lo cual conduce
a un fuerte rechazo de la hipétesis nula de una raiz unitaria. En consecuencia,
postulamos que cuando se toma en cuenta una correccién por la presencia de
outliers aditivos, el rechazo de la hipStesis de una raiz unitaria no es posible o, en
todo caso, la evidencia en contra de ella es débil.
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Evidencia de tests de raiz unitaria

En esta seccién aplicamos tests comunes de raiz unitaria. Al final también conside-
ramos la aplicacién de los estadisticos M™%, los cuales son considerados robustos
por la presencia de correlacién serial negativa de tipo media mévil.

El retardo es elegido siguiendo el procedimiento secuencial basado en el t-
estadistico. Para las tablas 3 y 4 utilizamos kmax = int[12* (T/100)"]. La mayoria
de los resultados van en la misma direccién; es decir, indican un fuerte rechazo
de la hipétesis nula de raiz unitaria. Dichos resultados son claros incluso en pre-
sencia de largos retardos utilizados en las regresiones. Un comentario similar se
obtiene cuando se aplican estadisticos de raiz unitaria que utilizan informacién

transformada por MCG (véase la tabla 4).

Deteccion de outliers aditivos

La siguiente etapa es la deteccién de outliers aditivos para asi verificar nuestra
inspeccidn visual de la figura 1. Dado que utilizamos datos mensuales, preferimos
utilizar un valor critico al 1,0% de nivel de significancia, con el objetivo de evitar
detectar un nimero excesivo de outliers aditivos. Esto se hace para el procedi-
miento basado en las primeras diferencias de los datos (7). Cuando se utiliza el
procedimiento basado en diferentes valores criticos para diferentes etapas (7 ), se
utilizan también valores criticos al 5,0%.

Los resultados (véase la cuarta columna en las tablas 5 y 6) muestran que
existe un niimero siginificativo de ouzliers aditivos en todas las series de inflacién
analizadas. Como ya se mencioné previamente, el estadistico 7, es mds potente y
los resultados revelan este hecho. Ambos procedimientos son capaces de detectar
los principales outliers aditivos como aquellas observaciones asociadas directamente
ala aplicacién de programas de estabilizacién (y observaciones adyacentes). Esto
se refleja claramente en el caso peruano. Los tres outliers detectados corresponden
exactamente al programa Salinas (setiembre de 1988) y al programa del presidente
Fujimori (julio-agosto de 1990).

Evidencia del estadistico ADF corregido por outliers aditivos

La etapa final es la aplicacién del estadistico ADF utilizando variables dummies que
toman en cuenta la presencia de outliers aditivos detectados en la cuarta columna
de las tablas 5 y 6. En este caso, utilizamos un kmax = int[12 * (T/100)"”]. Los
resultados del procedimiento 7, se presentan en la tabla 5. De acuerdo con estos
resultados, las series de inflacién para Argentina y Pert pueden ser consideradas
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como procesos 1(1). En los casos de Bolivia y Chile, la inflacién puede ser con-
siderada como un proceso 1(0). Es necesario notar que se selecciond un corto
retardo para el caso de Bolivia y podria existir alguna duda sobre el rechazo de
la hipétesis nula. Sin embargo, imponiendo un kmin = 6 o un kmin = 12, los
t-estadisticos son -3,69 y -2,62, los cuales son significativos al 1,0% y al 10,0%
de significancia, respectivamente.

Los resultados obtenidos del procedimiento 7, se presentan en la tabla 6. Estos
son similares a aquellos obtenidos en la tabla 5, a excepcién del caso de Bolivia,
que presenta evidencia de una raiz explosiva. Aunque este resultado es diferente
del obtenido en la tabla 5, se obtiene el rechazo de la hipétesis nula de una raiz
unitaria, lo cual es importante aqui.

Es necesario hacer un comentario relacionado con el nimero de outliers
detectados utilizando el método T. Desafortunadamente, solo podemos utilizar
cuatro valores criticos (utilizando el procedimiento 7 ), los cuales corresponden
a la primera, segunda, tercera y cuarta etapas del procedimiento iterativo para
detectar outliers aditivos. La razén por la cual podemos utilizar Gnicamente este
limitado niimero de valores criticos es el hecho de que cada vez necesitamos valo-
res criticos muy lejanos en las colas de la distribucién (véase Perron y Rodriguez
2003). Una posible alternativa ad hoc es el uso del valor critico correspondiente
ala cuarta etapa para todas las etapas subsecuentes. Esto se hizo hasta un méximo
de 36 iteraciones. El nimero de outliers detectados es 36; similares resultados se
obtuvieron respecto de aquellos mostrados en la tabla 6.

Lucas (1995a, 1995b) propone el uso de estimados robustos a la presencia de
outliers. El procedimiento no es secuencial, lo cual puede ser una ventaja en ciertos
casos en los que la identificacién de las fechas de los outliers no es de interés. Sin
embargo, en la mayoria de los casos, el investigador estd interesado en conocer las
fechas de dichas observaciones. Este es nuestro caso, entre otras razones porque
la inspeccidn visual es verificada, y desde una perspectiva macroecondmica, la
identificacion de outliers nos permite identificar los eventos que los originaron.

Cuando las fechas de los outliers son necesarias, el procedimiento recomen-
dado por Lucas (1995a, 1995b) necesita la especificacién de un valor critico
generalmente localizado entre 3 y 4. En este caso, nuestros resultados verifican
el hecho de que la recomendacién de Lucas (1995a, 1995b) adolece del mismo
problema que Vogelsang (1999), dado que un excesivo nimero de observaciones
se clasifican como outliers. Sin embargo, el estimado relacionado con el coeficiente
autorregresivo en la regresion ADF puede ser considerado robusto a la presencia
de outliers, lo que constituye el argumento de Lucas (1995a). El utiliza los asi
llamados estimadores high breakdown point (HBP), propuestos originalmente
por Rousseeuw y Leroy (1987). Existen varios estimadores HBP propuestos en la
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literatura. Aqui utilizamos el estimador § (Rousseeuw y Yohai 1984), el estimador
MM (Yohai 1987).” Por otro lado, Lucas (1995b) propone un estadistico para
evaluar la existencia de una raiz unitaria sobre la base del estimador A/ (Hampel
et al. 1986; Huber 1981). Este tipo de estimador es conocido por tener cierto
grado de insensibilidad a la presencia de ouzliers. En este procedimiento, se ne-
cesita la estimacién de una funcién particular  (.). Algunos detalles y supuestos
que tienen que ser satisfechos por esta funcién se mencionan en Lucas (1995b).
Aqui utilizamos dos opciones particulares para la funcién ¥ (1), las cuales son
la funcién bi-square ¥ () y la funcién Huber 9 () (Huber 1981); véase Lucas
(1995b) para detalles adicionales.

En la aplicacién de los procedimientos, se utilizé un retardo similar a los
casos de 7,y T . Para el estimador §, se utilizaron 10.000 replicaciones en la
especificacién del muestreo aleatorio. Mientras que varios outliers son hallados
para cada una de las series de inflacidn, en general, los resultados que utilizan los
estimadores HBP y M confirman nuestros resultados previos. En el caso de la
Argentina, la hipétesis nula no es rechazada utilizando el estimador MM (t = —
0,31). El estimador M soporta la misma conclusién (¢,=-0,83 y t =-1,27).
Solamente el estimador § confirma los resultados obtenidos por MCO; es decir,
un rechazo de la hipétesis nula (£, =—7,49). Sin embargo, es conocido en la lite-
ratura que este tipo de estimador es sesgado cuando existen outliers en las variables
explicativas, lo que se llama con frecuencia efecto leverage. En el caso de Bolivia,
todos los procedimientos sugieren un fuerte rechazo de la hipdtesis nula de una
raiz unitaria (¢ ,=—15,41 utilizando el estimador MM; t =—65,37 utilizando el
estimador S; y ¢ =—17,96 usando el estimador M con una funcién bi-squared
¥ (.)). La sola excepcidn es el estimador M cuando una funcién Huber 9 (1) es
utilizada (z,=—1,11). En el caso de la inflacién en Chile, todos los procedimien-
tos rechazan la hipétesis de raiz unitaria (£,=—4,09 usando el estimador MM;
t,=-1,83 utilizando el estimador S; y £, =—4,91 usando el estimador M con
una funcién bi-squared ¥ (.)). El estimador M utilizando la funcién Huber (1)
proporciona un resultado de significancia muy cercano a 10,0%. Finalmente, la
inflacién en el Perti es estacionaria de acuerdo con los resultados del estimador
MMy S (t,=-3,25y t,=—7,28, respectivamente). Sin embargo, el estimador
M (con ambos tipos de funciones ¥ (-)) indica que la inflacién es no estacionaria
(t,=-1,32y —0,73, respectivamente).

? No se presentan los resultados obtenidos de utilizar el estimador de la mediana minima de
cuadrados (Least Median of Squares, LMS), sugerido por Rousseeuw (1984), dado que los errores
estdndar no estdn disponibles. La razén es que dicho estimador tiene propiedades asintdticas pobres.

Véase Lucas (19952, 1995b).
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4. Conclusiones

Utilizar cuatro series de inflacidn de cuatro paises de América Latina ha permiti-
do ilustrar los peligros empiricos del uso de estadisticos conocidos para detectar
una raiz unitaria. De hecho, la aplicacién de los estadisticos M y ADF utilizando
datos transformados por MCG han mostrado un fuerte rechazo de la hipétesis
de raiz unitaria. Dada la fuerte magnitud de los outliers aditivos presentes en las
cuatro series de inflacién, se recomienda y utiliza el estadistico ADF corregido
por la presencia de outliers. Los resultados sugieren que las series de inflacién en
la Argentina y el Pert pueden ser consideradas como procesos /(7). Para los casos
de Bolivia y Chile, dichas series pueden considerarse estacionarias.

Nuestros resultados han sido comparados con aquellos obtenidos de los
procedimientos propuestos por Lucas (1995a, 1995b). En general, los resultados
son muy similares. Mientras que los procedimientos sugeridos por Lucas (1995a,
1995b) no son secuenciales, lo cual es una ventaja, adolecen del mismo defecto
que el procedimiento de Vogelsang (1999), el cual consiste en la identificacién
de un niimero excesivo de outliers. Cuando el investigador estd solamente intere-
sado en la estimacién robusta de un coeficiente en particular, una buena opcién
es la aplicacién de los procedimientos sugeridos por Lucas (1995a, 1995b). Sin
embargo, cuando la identificacién de las fechas de ocurrencia de los outliers es

importante, es aconsejable el procedimiento propuesto por Perron y Rodriguez

(2003).

5. Apéndice: fuentes de informacién

Las series de inflacion de Perti provienen del Instituto Nacional de Estadistica e
Informdtica y del Banco Central de Reserva. Guillermo Diaz nos proporcion
gentilmente dicha informacién. Para el caso de Chile, la fuente es el Instituto
Nacional de Estadistica. Fue Rafael Herrada quien nos proporcioné dicha in-
formacién, mientras se encontraba siguiendo sus estudios de maestria en Chile.
Para Bolivia, los datos hasta diciembre de 1998 fueron gentilmente otorgados por
Wilfredo Sillerico Gélvez, del Banco Central de Bolivia. El resto de la informacién
se completd a partir de la pagina web del Banco Central de Bolivia. La serie de
inflacién de la Argentina para el periodo enero de 1979-diciembre de 1996 es una
submuestra de la muestra total utilizada por Baillie (1996). El profesor Baillie nos
proporciond dicha informacién. El resto de la informacién ha sido completada a
través de la pdgina web del Instituto Nacional de Estadistica de Argentina.
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1abla 1. Valores criticos finitos para T,

Significancia z,= {1} z = {L,¢
T=100 | 77=200 | T=250 | T'=350 | 7=100 | 7=200 | 7'=250 | T=350
1,0% 4,13 4,15 4,22 4,27 4,11 4,14 4,21 4,27
2,5% 3,86 3,95 3,95 4,04 3,83 3,94 3,94 4,04
5,0% 3,65 3,78 3,79 3,86 3,64 3,77 3,78 3,85
10,0% 3,44 3,56 3,61 3,66 3,42 3,55 3,60 3,66

Tabla 2. Nivel del estadistico ADF, errores AR(1) - (retardo igual a uno)

51=O,52=0, 51=5,52=3, 61=10,52=5,

53=0,54=0, 53=2,54=2, 53=5,54=5,

nc T T, Nc T T, nc T T,
p=-0,80 sin 0,052 | 0,031 | 0,050 | 0,169 | 0,043 | 0,100 | 0,502 | 0,006 | 0,012

con 0,000 | 0,024 | 0,002 | 0,000 | 0,081 | 0,033 | 0,000 | 0,252 | 0,175

total 0,052 | 0,055 | 0,052 | 0,169 | 0,124 | 0,133 | 0,502 | 0,258 | 0,187

p=-0,40 |sin 0,052 | 0,027 | 0,046 | 0,130 | 0,038 | 0,008 | 0,380 | 0,009 | 0,000

con 0,000 | 0,028 | 0,005 | 0,000 | 0,062 | 0,070 | 0,000 | 0,203 | 0,055

total 0,052 | 0,055 | 0,051 | 0,130 | 0,100 | 0,078 | 0,380 | 0,212 | 0,055

p=0,00 sin 0,057 | 0,031 | 0,055 | 0,070 | 0,029 | 0,000 | 0,198 | 0,017 | 0,000

con 0,000 | 0,023 | 0,002 | 0,000 | 0,039 | 0,057 | 0,000 | 0,103 | 0,051

total 0,057 | 0,054 | 0,057 | 0,070 | 0,068 | 0,057 | 0,198 | 0,120 | 0,051

p=0,40 sin 0,061 | 0,038 | 0,059 | 0,034 | 0,017 | 0,000 | 0,054 | 0,011 | 0,000

con 0,000 | 0,017 | 0,001 | 0,000 | 0,015 | 0,045 | 0,000 | 0,032 | 0,044

total 0,061 | 0,055 | 0,060 | 0,034 | 0,032 | 0,045 | 0,054 | 0,043 | 0,044

p=0,80 sin 0,060 | 0,054 | 0,058 | 0,027 | 0,021 | 0,000 | 0,036 | 0,028 | 0,000

con 0,000 | 0,007 | 0,002 | 0,000 [ 0,006 | 0,039 | 0,000 | 0,008 | 0,054

total 0,060 | 0,061 | 0,060 | 0,027 | 0,027 | 0,039 | 0,036 | 0,036 | 0,054

4

El proceso generador de datos es y, = ZH 0,D(T,, ), +u, conu, =u,  +v,
y v, = pv,+ €. La columna denotada por «nc» es el nivel del estadistico ADF
sin correccién por la presencia de outliers. La columna denotada por 7,y 7, es
el nivel del estadistico ADF corregido por la presencia de outliers utilizando los

procedimientos Ty T, respectivamente. La linea denotada por «sin» muestra el
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nivel del estadistico ADF cuando no se ha realizado ninguna correccién por la
presencia de outliers. La linea denotada por «con» muestra el nivel del estadistico
ADF cuando se ha hecho una correccién por la presencia de outliers. Finalmente,
la linea denotada por «total» es simplemente la suma de las dos lineas anterior-
mente descritas.

1abla 3. Estadisticos ADF y Phillips-Perron

(La regresién incluye solo una constante)

Pais Muestra kmax t, o k Z k
Argentina 1979:01-1999:03 19 -2,809¢ 0,796 15 - 7,205 1
Bolivia 1979:01-2000:05 19 -2,932¢ 0,822 10 -8,83* 10
Chile 1970:01-2000:05 23 -2,050 0,881 21 -16,53° 21
Pera 1979:01-2000:05 19 -5,300* 0,512 3 -12,32° 3

a, b, ¢, d denotan niveles de significancia al 1,0%, 2,5%, 5,0% y 10,0%, respectivamente.

Iabla 4. Estadisticos M°"5, P 'S y ADF"S
(Componentes deterministicos z, = {1} ¢ =—7.0)

Pais Periodo kmax | MZo | MSB MZ P ADF o K

t T

Argentina | 1979:01-1999:03 19 -30,96* | 0,126* | -3,922* | 0,834* | -2,748* | 0,804 | 15

Bolivia 1979:01-2000:05 19 -18,87* | 0,163 | -3,071* | -1,367* | -2,734* | 0,846 | 10

Chile 1970:01-2000:05 23 -9,85 | 0,224¢ | -2,208" | -2,519" | -2,052¢ | 0,880 | 21

Perti 1979:01-2000:05 19 -40,17* | 0,111* | -4,480* | 0,609* | -5,283* | 0,525 3

a, b, ¢, d denotan niveles de significancia al 1,0%, 2,5%, 5,0% y 10,0%, respectivamente.
Los valores criticos para los estadisticos M se obtienen de Ng y Perron (2001).
Los valores criticos para el estadistico ADFS™ son equivalentes al caso en el que existen no componentes deterministicos, como

ha sido demostrado por Elliott, Rothenberg y Stock (1996).

Iabla 5. Estadistico ADF corregido por outliers aditivos utilizando 7,

e s _ *
(Componentes deterministicos z, = {1})

Pais Muestra kmax Outliers t, a k
Argentina 1979: 01-1999:03 15 12 2,424 1,104 14
Bolivia 1979: 01-2000:05 15 30 -4,570° 0,399 5
Chile 1970: 01-2000:05 17 19 -4,683¢ 0,830 13
Pera 1979: 01-2000:05 15 10 -0,652 0,968 10

* Los outliers aditivos fueron detectados utilizando valor critico al 1,0%.
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Tabla 6. Estadistico ADF corregido por outliers aditivos utilizando T,
(Componentes deterministicos z,= {1})

Pais Muestra kmax Outliers 1 o k
Argentina 1979: 01-1999:03 15 4 0,128 1,006 14
Bolivia 1979: 01-2000:05 15 4 4,049 1,289 12
Chile 1970: 01-2000:05 17 4 -7,139* 0,852 11
Pera 1979: 01-2000:05 15 4 0,151 1,009 13

Figura 1. Inflacién mensual en América Latina
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